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____________________________________________________________________________________

Abstract – One of the most common types of cybercrime is phishing, which uses social engineering and technological 

deceit to obtain sensitive personal and financial data through email spoofing, malicious websites, and destructive software 

installations. Phishing attack detection is an important field of study in cybercrime forensics because attackers use a variety of 

communication methods, such as emails, URLs, messaging apps, and phone calls. In order to overcome this obstacle, this work 

builds a new model that combines group convolution with a symmetric structure rather than using a conventional CNN. It then 

uses the SMOTE to control the data's class imbalance. Incorporating snapshot ensemble improves the model's generalisability 

without drastically raising computational costs, while cyclic cosine annealing learning rates further boost the training process. 

With a classification accuracy of 99.12%, the suggested method for detecting phishing attacks outperforms four existing 
ensemble methods, according to the results. Using ensemble learning techniques in conjunction with group convolution greatly 

improves accuracy and adaptability, as seen below. Finally, the suggested approach provides a solid defence against the 

increasing danger of phishing attempts by providing a dependable, effective, and extensible cybercrime forensics solution. 

 

 Keywords—Phishing Attack Detection (PAD), Uniform Resource Locators (URLs), Conventional Neural Network 

(CNN). 

______________________________________________________________________________________

I. INTRODUCTION 

Modern life in the digital age would be 

incomplete without the internet, that has become an 
integral component of many aspects of today's world, 

from communication to online banking and shopping. 

This tendency has been made even faster by the 
widespread availability of smartphones, that allow 

people to easily and comfortably access the internet.  

Smartphones have become an essential part of 

people's daily lives, changing the way they interact 
with technology, according to studies[1]. The 

importance of strong cybersecurity measures to 

safeguard consumers from different online threats is 
highlighted by this reliance on internet technology. 

Cybercrimes are becoming more complex and 

common as the number of devices connected to the 
internet keeps increasing.  As a result of people's and 

businesses' reliance on the internet, cybercriminals 

are able to conduct a wide range of illegal activities. 

One of the most common forms of cybercrime, 

phishing attempts to trick victims into giving over 

sensitive information like passwords, bank account 

details, or personal identification numbers.  These 
assaults frequently take the form of seemingly 

legitimate websites, emails, or messages, making it 

difficult for consumers to recognize them[2].  
Phishing via URLs is a kind of cyberattack that uses 

email and URLs to trick users into thinking the 

message is from a legitimate source, like a bank or 

company, and thus more likely to download 
attachments or click on links[3].  Thereafter, the user's 

data becomes accessible to attackers.  In addition, 

phishing websites and emails are made to appear like 
legitimate business ones. Phishing is one of the most 

well-known and long-standing forms of cyberattack.   

The goal of phishing, a kind of cyberattack, is 
to get users to provide sensitive information by email, 

phone, or text message. One term for a social 

engineering attack is phishing.  In this type of attack, 

the attacker sends an email containing a link that, 
when clicked, takes the victim to a malicious website 
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where they are tricked into divulging sensitive 
information[4]. This data can then be utilized for 

illicit activities such as identity theft, black market 

sales, or other financial gains. The majority of 
phishing attacks occur on social media or banking 

websites, that the hacker can gain access to important 

information and utilize it for his own gain. In order to 
trick even the most careful visitors, these fake sites 

deploy complex methods to evade standard security 

protocols.  The difficulty of detecting and preventing 

phishing attacks is growing as their sophistication 
rises. Modern attackers use sophisticated techniques 

like optical character recognition to conceal harmful 

material within photographs and avoid traditional 
detection methods[5]. In addition, phishing efforts 

often use legitimate-looking but infected websites to 

trick people into visiting dangerous ones. In order to 
trick customers into visiting malicious websites, 

spammers inject fake links into email content.  In this 

operation, the fake URLs imitate popular websites, 

giving them an air of mystery. In addition, delays and 
network congestion are the results of sending and 

receiving a large volume of spam emails. At least in 

theory, the network wouldn't crash if spam messages 
were blocked.  Email security and user resource 

protection could be improved with the ability to 

identify and confirm real emails.  However, it may be 

time-consuming and expensive to filter out a large 
quantity of spam emails, even when human spam 

recognition is possible.  

Here is the outline of the paper: The relevant 
literature is reviewed in Section 2, and Section 3 

presents a new approach to cybercrime forensics and 

phishing attacks. The dataset utilised in this study is 
described in Section 4, together with the experimental 

results and analysis. Section 5 presents the 

conclusions.  

 
II. LITERATURE SURVEY 

In order to identify phishing attempts on 
websites, they unveiled a hybrid ML method.  A 

vector representation of the URL-centric dataset 

initially was acquired, and it was then preprocessed to 
eliminate any null values.  Afterwards, the features 

chosen using the canopy technique were trained using 

a hybrid model that included LR, SVM, and DT 

classifiers. The results of the predictions were 
enhanced by employing the grid search optimization 

method.  The result was an improvement in 

performance due to the enhanced precision and 
accuracy.  However, the chosen SVM failed to learn 

the higher amount of data adequately[6]. LR is used 

in URL phishing detection to identify long URLs that 

belong to the same server. Bigrams and host-based 
features make this process easy.  It is challenging to 

recognize complex URLs with LR due of its 
simplicity.  Fixing this is as simple as deriving more 

complicated characteristics from the simpler ones. 

The approach also breaks out in cases where the data 
linkages are complicated and nonlinear.  Its 

downsides are exacerbated by missing data as well. 

The overall performance is limited by making static 
assumptions before training[7]. In an effort to quickly 

and accurately identify phishing attempts, they 

provided a model that integrates neural networks with 

binary visualization. As the model learns from 
mistakes and improves identification over time, the 

BV approach reveals structural variations in web 

pages[8]. Further work is required to improve 
accessibility through browser extensions and user 

interfaces, although XGBoost was found to be highly 

accurate in URL-based phishing detection. 
Transformers have completely changed the 

game when it comes to phishing detection. They use 

self-attention processes to zero in on the most 

important parts of the input data.  Because of this 
feature, the models can identify phishing signals that 

are both subtle and fine-grained, that can be missed 

by more traditional methods.  The capacity to handle 
and integrate several forms of data concurrently is a 

key strength of transformer-based models[9]. These 

models can integrate visual aspects like logos and 

webpage layout with textual information like URLs 
and metadata through multimodal feature fusion. 

Their structural features of websites are also taken 

into account.  This combination improves the model's 
detection capabilities by enabling it to examine 

phishing attempts from several angles[10]. Various 

studies have also offered different techniques from 
different academic viewpoints.  For instance, one of 

the most basic methods, known as blacklisting or 

whitelisting, involves compiling a list of legitimate 

and illegal URLs[11].  The problem with this method 
is that it is susceptible to viruses, such as zero-day 

assaults, and not all phishing websites are included in 

the lists. To circumvent this limitation, numerous 
machine learning methods have demonstrated to be 

highly beneficial[12]. These methods include NB, 

hybrid feature selection, RF, LR, SVM, and 
AdaBoost. These methods train the classifier using 

features extracted from URLs or webpage contents.    

Hence, in order to enhance the model's 

generalisation performance while keeping training 
costs low, they shall investigate a snapshot ensemble 

strategy. Group convolution, rather than conventional 

convolution, is used by the fundamental classifier. 
The ensemble model's generalisability was enhanced 

by a snapshot ensemble, which reduced training 

expenses without sacrificing accuracy. The method's 

efficacy has been demonstrated in multiple 
experiments. 
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III. PROPOSED SYSTEM 

As the number of people using the internet 
continues to skyrocket, more and more of their 

personal details are being made public. Consequently, 

fraudsters have access to a deluge of sensitive 
financial and personal data. Cybercriminals can fool 

users and obtain sensitive information using 

techniques like phishing. Cybercriminals, who have 

made a living off of the illicit exploitation of digital 
assets, particularly personal information, are just as 

quick to adapt to the ever-changing digital landscape. 

From January to May 2015 and May to June 
2017, a total of 5,000 phishing and 5,000 legal 

websites were downloaded, and 48 features were 

retrieved from these datasets. In contrast to the regular 
expression-based parsing method, the feature 

extraction method that makes use of the browser 

automation framework (namely, Selenium 

WebDriver) is more accurate and resilient [13]. 
 

 

Fig. 1. Phishing Attack Proposed Model Framework 

In Figure 1 they can see the proposed model 

together with the associated processes. The features 
extracted from the dataset are the initial inputs to our 

model. Missing data, normalization, and other tasks 

are part of the preprocessing stage, which has begun. 

Given that phishing website instances constitute 
merely 3.27% of total observations, addressing this 

disparity is essential for effective model training due 

to the dataset's class imbalance[14]. 

A. Data Preprocessing: 

Doing basic preparation operations on datasets is 
the first and most crucial step in getting them ready 

for analysis and modeling of phishing websites. 

Dealing with incomplete data Methods like these 
include standardizing data size and removing 

extraneous data. By finishing these procedures, you 

may improve the information's consistency and set the 
stage for accurate evaluation and effective modelling 

to identify potential phishing attack scenarios. 

Absent Data Managing: The primary objective of 
missing value management is to resolve data 

discrepancies caused by incomplete or missing 

information. Mean imputation is one approach that is 
commonly employed for this purpose. When a value 

is lacking for a given characteristic, mean imputation 

can fill it in by utilizing the average of the known data 
points for that characteristic. They can see the process 

in a nutshell in Equation (1). 

 

                                  𝑈𝑓𝑖𝑙𝑙𝑒𝑑

=
1

𝑋
∑ 𝑈𝑞

𝑋

𝑞=1

                                (1) 

 
The expected values to fill the gaps are denoted by 

𝑈𝑓𝑖𝑙𝑙𝑒𝑑, the initially observed values are represented 

by 𝑈𝑞, and the total number of non-missing values is 

denoted by 𝑋. 
Duplicate Record Removal: Eliminating duplicate 

entries ensures that our dataset contains only unique 

data points, reduces the likelihood of bias caused by 
duplication, and keeps our data accurate and 

trustworthy. To extract the unique records from all of 

them, it's necessary to compare and contrast them 

using equation (2). 
 

𝐻𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡

= {ℎ𝑟

∈ 𝐻: 𝑁𝑜 𝑖𝑑𝑒𝑛𝑡𝑖𝑐𝑎𝑙 𝑒𝑛𝑡𝑟𝑦 𝑖𝑛 𝐻 𝑚𝑎𝑡𝑐ℎ𝑒𝑠 ℎ𝑟}      (2) 

 

When all duplicate entries have been eliminated 

from a dataset, it is marked as 𝐻𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡 . One unique 

entry ℎ𝑟  and the original collection 𝐻 , which may 

have contained duplicates, are the descriptors used to 

describe this dataset. 
To ensure uniformity and consistency across all 

numerical parameters, data scaling is a crucial step in 

data preparation. Standardization and min-max 

scaling are the two most used methods for this. 
Standardization involves transforming a characteristic 

𝐶 to achieve a standard deviation of one and a mean 

of zero. Equation (3)  shows that this 

transformation allows us to compare feature 𝐶  with 

other features in a dataset efficiently. 

 

                                𝐵𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑

=
𝐵 − 𝜎

𝜇
                             (3) 

 

If you look at the equation above, you can see that 

𝐵𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑stands for the normalized feature, 𝐵 is the 

original feature, 𝜎 is the mean, and 𝜇 is the standard 

deviation. Nevertheless, in order for a feature 𝐵 to fit 
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within the range [0,1] stated in equation (4), it is 
altered using min-max scaling. 

 

                       𝐵𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑

=
𝐵 − 𝐵𝑚𝑖𝑛

𝐵𝑚𝑎𝑥 − 𝐵𝑚𝑖𝑛
                         (4) 

 

𝐵𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑  is now a variable that represents a 

feature that has been scaled or normalized according 

to its minimum 𝐵𝑚𝑖𝑛 and maximum 𝐵𝑚𝑎𝑥  values, as 

well as its original value 𝐵. 

B. Model Training: 

1) GroupConv-SnapEL: 
 The suggested phishing attack approach in 

this paper is based on GroupConv-SnapEL. Figure 2 

shows the overall framework of the system. The 

snapshot ensemble model and the group 
convolutional network model are the two primary 

components of the approach. The group convolutional 

network model initially receives the preprocessed 
data [15]. Subsequently, various snapshot models are 

generated by the training of the group convolutional 

network. The final classification results are derived by 

ensemble, with these models serving as basis 
classifiers. Here is the procedure for putting this 

strategy into action: 

1. Preprocessing the data is an absolute 

essential. Digitisation, normalisation, and 

numerical matrix conversion are all parts of 

data preprocessing. To train a group CNN, 

plug in the numerical matrix. 

2. Instead of using regular convolution, group 

convolution is employed, and multi-channel 

fusion is used to produce the basis classifier. 

This article employs cosine annealing 

learning rate to train the model to consistently 

achieve several local optimal points and 

preserve these models. 

3. Employ the averaging technique to aggregate 

the stored models and derive the 

categorisation outcomes. The parameters of 

each model represent the optimal local 

parameters obtained during training, and all 

exhibit a high classification accuracy rate. 

4. The test data that has been preprocessed is 

inputted into the snapshot ensemble model, 

which then produces the test data's 

classification results. 

 

Fig. 2. The Overall Framework for GroupConv-
SnapEL 

a) Group Convolution 

In most cases, adding more feature maps can 

boost the model's performance. However, keep in 

mind that overfitting can occur with bigger parameter 
scales, and certain convolution kernel components 

will be unnecessary. With the introduction of Group 

Convolution in AlexNet, the goal was to partition the 

network such that it could be executed concurrently 
on two GPUs; this would address the issue of 

inadequate video memory and allow for further 

optimisation in the ResNeXt network. Group 
convolution, which is identical to the original 

convolution technique. Although it performs the same 

convolution function as ordinary convolution, group 
convolution is easier to avoid overfitting and uses 

fewer parameters. 

Prior to convolving each subset of input data 

independently, group convolution must group the data 

into appropriate categories shown in equation (5). 

                               𝑈(𝑐)

= ∑ 𝑆𝑟(𝑐)

𝑇

𝑟=1

                                    (5) 

where [𝑐1 , 𝑐2, … , 𝑐𝑇]  is the input feature map 

divided into 𝑇 groups. 

b) Group Convolution Multi-Channel Fusion 

Grouped convolution runs convolution 

operations independently on each group, which 
means that the input feature map is incomplete and 

that the output feature map is incomplete as a result. 

As a result, there may be no way for the results from 
each group to contribute to the other. In this article, 

group convolution is employed to eliminate 

unnecessary parameters, and multi-channel fusion is 

employed to enhance feature information by 
strengthening the information sharing of feature maps 

between channels. This article uses the multi-channel 

fusion method to improve the information interchange 
between the network's output feature maps from 
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different layers and to enhance the feature information 
at each level. It is possible for the network's 

convolution blocks to take input only after all the 

features in front of them have been merged because 
each block is combined in pairs. The feature channel's 

connecting function allows for the fusion of each 

module's features. A fully connected layer, three 
group convolutional blocks, a global pooling layer, 

and softmax are all components of the group 

convolutional network model. The model's final 

classification result is then obtained. Hence, non-
linear processing is carried out using the ReLU 

activation function, and BN processing follows each 

convolution operation. 

c) Shapshot Ensemble 

EL improves a model's classification performance by 
producing a model with better generalisability than a 

single model could. A snapshot ensemble can modify 

the learning rate using cosine annealing without 

raising training costs, in contrast to traditional 
ensemble approaches which produce substantial 

training costs. In this part, examine the model's testing 

and training principles, the snapshot ensemble 
principle, and the evolution of the cosine annealing 

learning rate. 

d) Principle of Snapshot Ensemble 

Through its training process, Snapshot 

Ensemble is able to produce a collection of different 

and realistic models. At its heart, snapshot ensemble 
is an optimisation procedure that, before finally 

converging, visits numerous local minima. Capturing 

an image of the model at each local minimum and 
preserving the corresponding parameters equates to 

obtaining a comprehensive snapshot of the entire 

model.  
Using the computational processes outlined in 

Formulas (6)  and (7) , the snapshot ensemble 

optimises using stochastic gradient descent (SGD): 

                           𝑡𝑔

= ∇𝜃𝑔−1 𝑈(𝜃𝑔−1)                                    (6) 

                                     ∆𝜃𝑔

= −𝜉 ∗ 𝑡𝑔                                     (7) 

where 𝑡𝑔  stands for the gradient and 𝜉  for the 

learning rate. Generalisability is frequently better at 

the relatively flat local minimum, even though the 
trained network model may fail to converge to the 

global minimum on occasion. An excessively high 

learning rate hinders the convergence speed while 
optimising with SGD, causing it to swing near the 

extreme point. Although convergence will be slower 

with a low learning rate, it will frequently reach the 

optimum local minimum. Various optimisation 
phases can take use of SGD's drastically diverse 

behaviour. Enter a somewhat flat local minimum 

while keeping the learning rate high at the beginning 
of the optimisation. The learning rate will fall, reach 

a lower level, and converge to a local minimum once 

the gradient is not updated anymore. 
 

IV. RESULT AND DISCUSSION 

The term "phishing" refers to the practice of 

sending fraudulent emails that pose as legitimate 

businesses in an effort to trick recipients into 

divulging sensitive information. Phishing emails 
frequently masquerade as communications from well-

known websites, such as social media, auction houses, 

online payment processors, or IT administrators, in an 
effort to trick the naive. Malicious links to websites 

might be included in phishing emails. 

 

 

Fig. 3. Confusion Matrix  

The confusion matrix graph in Figure 3 shows 

that a well-tuned model should have excellent 
accuracy. One way to see how well a classification 

model did is to look at its confusion matrix, which is 

a table that shows the percentage of right and wrong 
predictions for each class. 

 

Fig. 4. ROC Curve 
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As a graphical representation, ROC shows 
the relationship between specificity and sensitivity.  

The receiver operating characteristic (ROC) plots the 

ratio of true positives (TP) to false positives (FP). The 
AUC is a measure of accuracy that lies under the ROC 

curve. As demonstrated in Figure 4, our experiment 

yielded an AUC of 0.9985. 

TABLE I.  PERFORMANCE COMPARISON(%) 

Models 
Accurac

y 
Reca

ll 
Precisio

n 

F1-

Scor

e 

CNN-

LSTM 
92.18 90.30 88.71 

92.8

8 

BiLSTM 96.43 94.76 92.83 
96.7

4 
GroupCon

v-SnapEL 
99.12 97.61 95.52 

99.9

2 

DNN 90.67 88.40 86.37 
90.6

4 

 

By comparing how well four machine 

learning algorithms—CNN-LSTM, BiLSTM, 
GroupConv-ShanpEL, and DNN—detect phishing 

websites, they can see how accurate they are.  The 

outcomes are primarily evaluated using four metrics: 
accuracy, precision, recall, and F1 score shown in 

Table 1. 

 

Fig. 5. Accuracy Curve for Proposed model 

Figure 5 shows the relationship between the 

regularisation parameter and the accuracy.  If the 
regularisation parameter is greater than 500, accuracy 

remains constant, but it improves when it's less than 

500.  The greatest value is 99.12% at a regularisation 
parameter of 4000. 

 

Fig. 6. Accuracy Comparison 

 This graphic displays the capabilities of 

CNN-LSTM, BiLSTM, GroupConv-SnapEL, and 

DNN. CNN-LSTM achieves 92.18 percent accuracy, 

GroupConv-SnapEL reaches 99.12% accuracy after 
classification, BiLSTM reaches 96.43 percent, and 

DNN reaches 90.67 percent. In Figure 6, they can see 

the results of the accuracy of these chosen machines 
and deep learning approaches. 

 

Fig. 7. Performance Metrics 

 Figure 7 displays the comparison of 
performance for F1-Score, recall, accuracy, and 

precision.  With an accuracy rate of 99.12%, our 

suggested GroupConv-SnapEL Model outperforms 
the competition. 

 
V. CONCLUSION 

 The fraudulent practice of phishing, in which 

the imposter poses as a legitimate business or 

organization in an effort to get access to sensitive 
information through email or other forms of electronic 

communication, has rapidly progressed from its 

humble beginnings as "a wide net." Using advanced 
methods, spear phishing assaults zero in on a specific 

high-value individual. In phishing, a type of 

automated social engineering, cybercriminals pose as 

trustworthy websites in order to trick users into 
divulging critical information. It employs SMOTE to 
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manage data imbalance during initial data processing 
as part of our methodical effort to tackle the growing 

threat of phishing attacks and cybercrime forensics. In 

place of traditional convolution, this study presents 
ensemble learning and builds a base classifier using a 

model of a group convolution network. Several 

snapshot models are produced by training the base 
classifier with the cyclic cosine annealing learning 

rate. The ensemble method produces a model with 

good generalisability. In comparison to four other 

ensemble approaches, this one achieves a 
classification accuracy of 99.12% on datasets, 

proving its usefulness. 
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